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Abstract:
Efficient top-N retrieval of records from a database has been an active research

field for many years. We approach the problem from a real-world application point of
view, in which the order of records according to some similarity function on an attribute is
not unique. Many records have same values in several attributes and thus their ranking in
those attributes is arbitrary (based on random choice). For instance, in large person
databases many individuals have the same first name, the same date of birth, or live in the
same city. Existing algorithms are ill-equipped to handle such cases efficiently. We
introduce a Dynamic TMS Searcher, which retrieves larger chunks of records from the
sorted lists using fixed limits, and which focuses its efforts on records that are ranked high
in more than one ordering and are thus more promising candidates. We experimentally
show that our method outperforms Dynamic Sorting Algorithm (DSA) for top-k retrieval in
those very common cases where we used with dynamically scheduling the resources based
on the data which are provided with, this efficient short search algorithm along with the
massive data retrieval on a very fine tuple data’s can be of a different dataset. Here in this
paper we are going to use these logics for the need of solution in the field of medical
research. Where there are many manageable databases that are been used in a common
path for the end of healthy need and the retrieval of solution for the cause of illness to a
human being.
Key Words: DSA Algorithm, Massive Data, Table Scan & Selective Retrieval
1. Introduction:

Figure 1: Architecture
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The scope of this project is to take solution for diseases which affecting humanbeing, after registering into the application, details of disease affecting human being willbe updated and solution would generate to prevent the disease occur again to anotherpeople. In this paper, we have proposed an efficient algorithm called dynamic sortingalgorithm (DSA).Finder to find the optimal solution, whose success lies in a set ofeffective pruning strategies and a novel index structure. Extensive experiments on tworeal-life datasets demonstrate the efficiency and effectiveness of our solution.Since the whole discovery process with straightforward solutions can be verylengthy in a practical dataset, we propose a series of techniques which address theIndexing, searching and updating issues respectively.The contributions of this paper are as follows:
 This paper proposed Dynamic Sorting Algorithm to search and retrieve data veryeasily from huge databases.
 The top results only shown when we search any kind of data
 An early termination will helps to terminate the repeated terms in the table andwe can save the data in an efficient manner in the database.
 The experimental results show that DSA has a significant advantage over theexisting algorithms.

Figure 2: System Flow DiagramThe rest of the paper is organized as follows. Section 2 reviews related work.Existing system are described in Section 3. Proposed systems are described in section 4.DSA algorithm is introduced in Section 5 (the feasibility report), Section 6 Results are insection 7 (conclusion) in section 8 and future enhancement will be the following section.
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2. Related Work:
2.1 Selection Sort Algorithm:The selection sort improves on the bubble sort by making only one exchange forevery pass through the list. In order to do this, a selection sort looks for the largest valueas it makes a pass and, after completing the pass, places it in the proper location. Aswith a bubble sort, after the first pass, the largest item is in the correct place. After thesecond pass, the next largest is in place. This process continues andrequires n−1n−1 passes to sort n items, since the final item must be in place afterthe (n−1)st pass.The selection sort makes the same number of comparisons as the bubble sortand is therefore also O(n2)O(n2). However, due to the reduction in the number ofexchanges, the selection sort typically executes faster in benchmark studies. In fact, forour list, the bubble sort makes 20 exchanges, while the selection sort makes only 8.
2.2 Find Index of Smallest:Here we have done about to find the data to retrieve from massive data set. So,data is massive then we should find through index i.e. searching. Every index has somedata which easy to find the data.
2.3 Selective Retrieval:Ability to remember some facts while apparently forgetting others, especially,when they are inconvenient, retrieve certain facts and events but not others.
3. Existing System:
 The existing application provides query based table scan to retrieve the results.
 They also use indexes with specific attributes to build the performance on view.
 It also has bound based fashion which will consist of lower-bound and upper-bound scores.
 The cost of pre-computing the data structures and update process is a majorcost.
 Database of all hospital cannot be maintained by government
 Search efficiency is slow.
 Survey is taken manually at the end of the year and it has human errors.

3.1 Advantages of Existing System:
 In this system we can able to prevent the disease to occur again.
 We can able to generate medicines for the diseases.
 We can get the details of blood donors under one roof.

3.2 Disadvantage of Existing System:
 We cannot manage the whole record of diseases manually.
 It’s difficult take solution on time.
 We cannot search the blood donor in a short time and details of them are notavailable to all.

4. Proposed System:
 In the proposed system we use Dynamic Sorting Algorithm to search and retrievedata very easily from huge databases.
 It reduces time complexity.
 Efficiency is very high.
 The top results only shown when we search any kind of data.
 And the database of the each hospital is maintained by the government.
 This database will helps to identify the patient affected by which diseases
 And this information will help to take the remedy of the government
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 An early termination will helps to terminate the repeated terms in the table andwe can save the data in an efficient manner in the database.
4.1 Advantage of Proposed System:
 We can able to prevent the disease in a short time.
 We can save the time for the searching process.
 We can easily get the details of blood donors.

5. DSA Algorithm:The nature of the search problem can be big in terms of the massive data searchto make the efficient results provided for the end user. Each time when the auxiliaryindex becomes too large, we merge it into the main index. The cost of this mergingoperation depends on the resource needed and sometimes there may be resourceengaged with another process this makes the result to be delay.
Indexing Based on:
Primary Key: single attribute, no duplicates.
Secondary Keys: one or more attributes ‰duplicates are allowed ‰indexing in M-dimensional feature spaces.
5.1 Selection Sort Search Pseudo Code:Selection Sort(A)// GOAL: place the elements of A in ascending ordern := length[A]for i := 1 to n// GOAL: place the correct number in A[i]j := FindIndexOfSmallest( A, i, n )swap A[i] with A[j]// L.I. A[1..i] the i smallest numbers sortedend-forend-procedureFindIndexOfSmallest( A, i, n )// GOAL: return j in the range [i,n] such//that A[j]<=A[k] for all k in range [i,n]smallestAt := i ;for j := (i+1) to nif ( A[j] < A[smallestAt] ) smallestAt := j// L.I. A[smallestAt] smallest among A[i..j]end-forreturn smallestAtend-procedure
Counting Code:
 In Find Index of Smallest, dominated by line 3, run n-i times.
 In Selection Sort, dominated by line 4, run n times, the ith call to Find Index ofSmallest taking time n-i, i=1, ..., n.

6. Feasibility Study:Preliminary investigation examine project feasibility, the likelihood the systemwill be useful to the organization. The main objective of the feasibility study is to test theTechnical, Operational and Economical feasibility for adding new modules anddebugging old running system. All system is feasible if they are unlimited resources andinfinite time. There are aspects in the feasibility study portion of the preliminaryinvestigation:
 Technical Feasibility
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 Operation Feasibility
 Economic Feasibility

6.1Technical Feasibility:The technical issue usually raised during the feasibility stage of the investigationincludes the following:
 Does the necessary technology exist to do what is suggested?
 Do the proposed equipment’s have the technical capacity to hold the datarequired to use the new system?
 Will the proposed system provide adequate response to inquiries, regardless ofthe number or location of users?
 Can the system be upgraded if developed?
 Are there technical guarantees of accuracy, reliability, ease of access and datasecurity?Earlier no system existed to cater to the needs of ‘Secure InfrastructureImplementation System’. The current system developed is technically feasible. It is abrowser based user interface for audit workflow. Thus it provides an easy access to theusers. The database’s purpose is to create, establish and maintain a workflow amongvarious entities in order to facilitate all concerned users in their various capacities orroles. Permission to the users would be granted based on the roles specified. Therefore,it provides the technical guarantee of accuracy, reliability and security.The software and hard requirements for the development of this project are notmany and are already available or are available as free as open source. The work for theproject is done with the current equipment and existing software technology. Necessarybandwidth exists for providing a fast feedback to the users irrespective of the number ofusers using the system.

6.2 Operational Feasibility:The analyst considers the extent the proposed system will fulfill his departments.That is whether the proposed system covers all aspects of the working system andwhether it has considerable improvements. We have found that the proposed “Securetransaction” will certainly have considerable improvements over the existing system.
6.3 Economic Feasibility:The proposed system is economically feasible because the cost involved inpurchasing the hardware and the software are within approachable. Working in thissystem need not required a highly qualified professional. The operating-environmentcosts are marginal. The less time involved also helped in its economic feasibility.
7. Results:The results will be shown as tables in Microsoft excel and automatically save to ourhard-drive. The figure 3 is one of the screen shot of that which describe hospital names,number of patients and disease.

Figure 3: Report of Patient
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Figure 4: Patient ChartThe above figure 4 shows the column charts of the hospital reports by the admin.It helps to describe how much people who suffering from which diseases and whicharea where affected most.
8. Conclusion:Efficient top-N retrieval of records from a database has been an active researchfield for many years. We approach the problem from a real-world application point ofview, in which the order of records according to some similarity function on an attributeis not unique. We experimentally show that our method outperforms Dynamic SortingAlgorithm (DSA) for top-k retrieval in those very common cases where we used withdynamically scheduling the resources based on the data which are provided with. Herein this Project we are going to use these logics for the need of solution in the field ofmedical research, to prevent people dying for same issue and to provide solution for thedisease in large scale.
9. Future Enhancement:Optimization of this application, we have some additional features to deliver bymore attractive to the user experience. Our future enhancement is to provideprescription and giving suggestions to the patients through online. So that they caneasily clarify their doubts and get help for emergency cases.
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